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Computer animated ocean waves for feature films are typically carefully
choreographed to match the vision of the director and to support the telling
of the story. The rough shape of these waves is established in the previsual-
ization (previs) stage, where artists use a variety of modeling tools with fast
feedback to obtain the desired look. This poses a challenge to the effects
artists who must subsequently match the locked-down look of the previs
waves with high-quality simulated or synthesized waves, adding the detail
necessary for the final shot. We propose a set of automated techniques for
synthesizing Fourier-based ocean waves that match a previs input, allowing
artists to quickly enhance the input wave animation with additional higher-
frequency detail that moves consistently with the coarse waves, tweak the
wave shapes to flatten troughs and sharpen peaks if desired (as is charac-
teristic of deep water waves), and compute a physically reasonable velocity
field of the water analytically. These properties are demonstrated with sev-
eral examples, including a previs scene from a visual effects production
environment.
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1. INTRODUCTION

Physics-based animation in a standard visual effects pipeline is
faced with some unique difficulties in terms of the balance between
artistic control — what a shot is required to look like based on
a nonphysical previsualization (previs) approved by the director
— and physical realism — how the phenomenon would naturally
evolve forward without control. In this article we tackle a common
and important instance in the form of ocean waves.

Much attention has been devoted to the synthesis and evolution
of ocean waves from physical principles, both in continuum me-
chanics [Lautrup 2005] and computer graphics [Tessendorf 1999;
Bridson 2008; Darles et al. 2011]. However, as far as we know
nobody has researched how to match physically based waves to an
existing animation produced by arbitrary means. Indeed, in produc-
tion it is common for previs artists to use any number of techniques
such as blending, smoothing, procedural noise and deformers (in
addition to more physical FFT synthesis) to achieve the timing and
rough shapes needed to tell the story. The resulting animated surface
geometry cannot be directly imported back into an FFT-based tool
for developing into the final shot.

In practice, effects artists may instead generate a large random
FFT ocean from scratch and manually search through it for areas
which roughly match the previs input. The more complex the previs
waves, the harder and more tedious this search becomes. Alterna-
tively, higher-frequency displacement detail can be layered directly
on the previs geometry, but estimating the propagation speeds for
the detail to be visually consistent with the apparent physics of the
previs waves is difficult, and adjustments of the large previs waves
to appear more realistic (e.g., by flattening troughs and sharpening
peaks) is even harder. We tackle the problem head on. We take pre-
vis input in the form of an animated height field (a grid topology
mesh) without making any assumptions about how it was animated.
Our method makes the following contributions.

(1) We optimize fitting of a Fourier-based model of wave propa-
gation to previs model data over the duration of the animation,
solving for wave amplitudes, phase shifts, and speeds.

(2) We resolve mesh self-intersections caused by adding physi-
cally based horizontal displacement using a new optimization
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Fig. 1. (Left) Input previs of waves from a visual effects production environment. Only geometry is provided. Angular frequencies and amplitudes vary
in time. (Middle) Output synthesized waves. Horizontal displacements and high frequencies have been added based on an estimation of wave parameters
(amplitude, phase shift, and angular frequency) for each wave vector present in the input. This enhances the previs with flat troughs and sharp peaks that
characterize true deep water waves while retaining a correspondence to and the timing of the previs. (Right) Analytical surface velocities projected onto a

plane.

method which is significantly better at tracking the desired
result than previous methods.

(3) We estimate physical depth required for the animation to
drive a consistent dispersion relation for synthesizing higher-
frequency detail with standard wave spectrum models.

(4) We optionally provide a physically consistent velocity (or time-
varying displacement) field at and below the surface for addi-
tional processing.

Figure 2 illustrates these steps in cross-section. The first step in
particular embodies the compromise we take between following the
artistic input and following a physical model of waves. We generate
waves as close as possible to the input animation that maintain
coherent velocity and amplitude, a requirement which we argue
broadly captures the physicality of deep ocean waves. However, we
do not make any requirements on a particular dispersion relation
(wave speed as a physically consistent function of wave length),
and allow wave parameters to change over time, viewing this as
a much less visible aspect of physics that could be modified for
artistic reasons. If the input happens to be periodic and consistent
with the physical model, the method reproduces those waves with
high precision as can be seen in Figure 7. It should be mentioned that
the linear physical model of waves, strictly speaking, is only valid
for relatively small amplitudes compared to wave length. However,
years of industry experience show that it can be pushed well beyond
this limit and still produce convincingly natural animation. At the
time of writing this article our new method is being evaluated in a
large-scale production environment.

2. RELATED WORK

As general background, Lautrup [2005] provides a survey of waves
in the context of continuum mechanics; Darles et al. [2011] survey
techniques for ocean simulation in computer graphics.

Ocean wave models in graphics begin with the Gerstner wave
approaches of Peachey [1986] and Fournier and Reeves [1986].
Mastin et al. [1987] use the Fourier transform to synthesize
plausible waves by filtering random coefficients to match the
Pierson-Moskowitz spectrum. Tessendorf [1999] later presented
Fourier-based methods for synthesizing, animating, and rendering
realistic oceans which have since become standard across the
industry. Tessendorf also discusses adding “chop” with horizontal
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displacements, and a simple approach to detect where this causes
a self-intersection. Angelidis et al. [2011] mention a procedural
method for removing self-intersections (but do not provide any
detail) and develop a design tool for layout artists.

Many authors have worked in the general area of fluid con-
trol, matching input simulations/animations but not tackled ocean
waves [Treuille et al. 2003; McNamara et al. 2004; Shi and Yu
2005a, 2005b; Hong and Kim 2004; Fattal and Lischinski 2004;
Thiirey et al. 2006; Nielsen et al. 2009; Nielsen and Christensen
2010; Rasmussen et al. 2004; Huang et al. 2011; Nielsen and Brid-
son 2011; Bhatacharya et al. 2012]. Mihalef et al. [2004] propose a
method for designing and simulating breaking waves by lofting 2D
wave slices which are then used as input to a full 3D simulation,
but this does not fit the deep ocean previs pipeline.

Other authors have explored using the forward Fourier transform
for estimating and synthesizing ocean waves from an input sequence
of some form. Thon and Ghazanfarpour [2002] propose a method
for estimating adaptively sampled amplitudes and spatial frequen-
cies from the FFT of a picture of waves. The amplitudes and spatial
frequencies are based on a quadtree refinement of the image spec-
trum in Fourier space. The method considers only a single image
and hence does not consider the temporal dimension: in particular
the method does not estimate phase shifts and dispersion relations,
and the waves are animated by shifting the phases of the estimated
waves. Frechot [2007] similarly samples ocean spectrums based on
a quadtree representation of wave vectors and amplitudes.

Tessendorf [1999] describes a technique used for estimating wave
amplitudes and speeds based on a Power Spectral Density (PSD)
analysis of a video sequence. The result of the PSD, which consists
of Fourier transforms in time and space, is a numerical approxi-
mation of a statistical average of the amplitude as a function of
spatial and angular frequency. This approach typically employs 1-2
minutes of video footage in order to obtain a full spectrum in both
time and space. Our proposed estimation algorithm employs Fourier
transforms in space combined with a nonlinear optimization in time.
This allows us to use data from a relatively small window in time
and detect temporal changes in dispersion under the assumption
that angular frequency is a function of the wave vector and time.

Spencer et al. [2006] determine the scale of waves and sea state
from video. In particular the scale is found by assuming a deep
water dispersion relation and measuring the difference between
propagation speeds for different wavelengths. Sea state is estimated
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Fig. 2. Illustration of the various steps involved in the estimation and
synthesis of waves. Note that the signal in question is not periodic.

by fitting a two-parameter Phillips spectrum [Tessendorf 1999] (the
unknowns being wind speed and Phillips amplitude) to the video
sequence in PSD space. Given the wind speed, the sea state can be
determined from a Beaufort chart. In contrast, we estimate disper-
sion relation, phase shift, and amplitude for all wave vectors.

3. ESTIMATION OF WAVE PARAMETERS

In this section we describe in detail our algorithm for estimating
wave parameters from a time-varying input height field. For the
applications considered in this article, the estimation of the wave
parameters is important mainly for synthesizing the velocity field
and adding higher-frequency detail that moves consistently with
the coarse waves; knowledge of the exact wave parameters is not
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ALGORITHM 1: (A;(1,). 0,(1,). w;;(1,))
= estimateWaveParameters
Input: / {input height field}
Input: n,, n,, n, {dimensions in space and time }
Input: 7 {convergence threshold}
Input: At {time-step between samples in time}
Input: w {window of samples in time}
Require: w >3
forr =0 — n, do
{solve for wave parameters at time #,:}
for (i, j) = (—n, /2 +1,0) = (n,/2 — 1,n,/2 — 1) do
{solve for Fourier modes (i, j) and (—i, —j):}
{outer loop of non-linear least squares: }
while residual > 7 do
non-linear search for (w;;, w_; _;)
{linear least squares solve:}
(residual, B;;, B_; _;) = LSQ(Eq. (7),w;,w—; ;)
end while
end for
end for

strictly required to add horizontal displacements for flatter troughs
and sharper peaks.

In the approach to synthesizing waves summarized by Tessendorf
[1999], the wave parameters are all fixed in time. For matching
previs input, however, it is necessary to allow these to vary with
time and we perform the estimation as follows. Given a nonphysi-
cally based animated input height field sampled in space and time,
h(xp, z4,t.), we wish to fit to 4 a sum of constant-frequency co-
sine waves. This cosine representation of waves is used in both
graphics [Bridson 2008; Tessendorf 1999] and continuum mechan-
ics [Lautrup 2005]. At each instant the cosine waves are estimated
by keeping their phase-shift, amplitude, and angular frequency pa-
rameters constant inside a small temporally symmetric window. In
particular the following expression is minimized at each point in
time, ,:

w/2 ny—1nz—1

Do DD Gz tr) =BGz 1P (D)

s=—w/2 p=0 ¢g=0

where x, = pL./n,,zy = qL./n;, t, = rL;/n;, L, x L, is the
size of the domain in world space, n, X n, is the number of sample
points, w is the window of samples in time contributing to the
estimation at time ¢,, and / is the sum of cosine waves given by

ny/2—1 ng/2—1

S Ay ©)

i=—ny[2+] j=—nz/2+1

-0 (K- (. 2) = 945 + 6,1

fl(-xpy Zgs by, S) =

where 6;;(¢,) is the phase shift, Ql’; = ftt;o w;j(t)dt + s Atw;j(t,)
integrates the angular frequency, w;;(#.) is the angular frequency,
At is the time step used in the estimation, k = 2w (i/L,, j/L;)
is the wave vector, k = ||k]||, is the wave number, and A;; is the
amplitude. The unknowns at each point in time ¢, are the phase shifts
0;;(t,), the angular frequencies w;;(t.), and the amplitudes A;;(t).
The known quantity f,t;o w;;(1)dt contained in €2/} represents the
phase change of the cosine wave solved for sequentially from the
first to the previous frame and cannot in practice be coalesced with
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the unknown phase shift 6;;(z.). While the phase shift is mostly
constant in time we observed that it is indeed important for the
stability of the estimated waves to allow the phase shift to change
over time. This is particularly the case when the amplitude of a
certain frequency wave first decreases (to the extent where angular
frequency estimation becomes unreliable) and later increases again.

In the preceding formulation of the minimization problem, each
point sampled in space depends on all cosine waves, hence all
unknowns are coupled. However, it turns out that by transforming
the minimization problem into Fourier space, only the two cosine
waves with spatial frequencies (i, j) and (—i, —j) are coupled. This
simplifies the minimization problem and allows us to solve for each
such pair of spatial frequencies independently.

In particular, the discrete form of Parseval’s theorem [Wong 2011]
implies that ||F[g]||3 = n.n.||gl||3, where Flg] is the discrete
Fourier transform of g. Hence minimizing Eq. (1) is identical to
minimizing

w/2 ny/2—1 n;/2—1

)EDIEED

s=—w/2i=—ny /241 j=—n;/2+1

| Fh);j(t,) — Flhlit, ). (3)

Since both / and 71 are real-valued, their Fourier transform is com-
plex conjugate even. The Fourier coefficients of a sum of cosine
waves similar to Eq. (2) is given in Bridson [2008]. However, in our
case the wave parameters depend on time and the angular frequency
depends on direction of travel as well. The Fourier coefficients of

the wave, &, in Eq. (2) are given by

’

- 1 = o _ors
FlRl; @) = Ee”‘“") D Ay (ty) )

1 ) —QrS
LA WR(A)

Hence, for each pair of spatial frequencies (i, j) and (—i, —j) we
minimize
w/2

D FIR () = FlRl; @, )P, 5)

s=—w/2

with respect to the six unknowns A;;, A_; _;, 6;;, 0_; _;, w;; and
w_; at time 7,..

These equations exhibit a nonlinear dependence on the phase
shifts and the angular frequencies. However, by rewriting the Fourier
coefficients as

- 1 _ o
Flhly(ir.s) = Se VDB, 6)

1 s
+ EEH(Q_L_]')B—[,—j(tr)

e‘/j(e"-f (tr»A,'j ([r) and B*i,fj =
e‘ﬁ("*f-*/("))A_,;_.,v(t,) are complex numbers, we can reduce the
nonlinear optimization to include only the angular frequencies. In
particular, given Bj;, we have A;; = \/Re(B;;)*> +Im(B;;)*> and
0, = tan™' (geps)-

Our estimation algorithm is summarized in Algorithm 1. At each
consecutive point in time ¢, and for each pair of spatial frequencies
(i, j) and (—i, —j), an outer loop performs a nonlinear optimization
of w;; and w_; _; over a window of time-samples w. Ateach iteration
of the nonlinear optimization, we perform a linear least squares
solve for B;; and B_; _;, from which we can compute A;;, A_; _;,

where  B;; =
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0;; and 6_; _; as outlined before. Let

cos(Qi';’) sin(Q;;l) cos(Q’_"iY_j) sin(Q’_"i,_j)
—sin(2[7) cos(27) sin(QL] _;) —cos(2 _;)

—i—j

M= : : : :
COS(Q;'J'.’) sin(Qf]l.’) cos(Q[bi,fj) sin(Q’fi.fj)
— sin(ij.’) cos(Qtfjb) sin(QZbiﬁj) — cos(Q';b,.ﬁj)
be the linear operator, where « = —w/2 and b = w/2. Then
Re(F[hl;;(ta))
Re(Bi)) Im(F [ (ta))
Im(B;;) .
: 7
Re(B;._,) : @
Im(B_;_;) Re(F[hlij(ty))

Im(F [hl;; ()

Ignoring degenerate situations, the linear system has full rank when
the time window includes two samples. The full nonlinear equa-
tion system becomes well posed when the time window includes
three samples and with more than three samples the system is
overdetermined. In Section 5 we provide a more in-depth anal-
ysis of the effect of time step and window size on the error in
estimated parameters. Two rows in the matrix are linearly depen-
dent if Q7 . = {7 — Q}, 2n — Q}7}. Furthermore two odd- or
even-numbered rows are linearly dependent if Q" _ = Q7 jET
and Q' = Q” + . Provided that this is not the case and both Q]
and Q7 ; are nonzero (they can however be < 1), the aforesaid
system has full rank. If one or both of Q,f]‘.‘ and Q’jl.,f ; are zero, a
rank-2 system can be derived under the assumption that the wave
traveling in either the positive or negative direction is identically
ZEero.

The estimation of wave parameters is performed at the resolution
of the input height field, whereas the output height (and velocity)
fields are typically synthesized at higher resolution. The synthesis
process is the subject of the next section.

4. SYNTHESIS OF HEIGHT AND VELOCITY

Given the estimated wave parameters for each wave vector, the low
frequencies of the output height are synthesized by using Eq. (4) to
construct a set of Fourier coefficients followed by an inverse FFT.
Next a set of low-frequency horizontal displacements are computed
in Fourier space, transformed to the spatial domain, and used to
displace a regular lattice. The horizontal displacements will add
sharper peaks and flatter troughs to the waves, but may introduce
self-intersections (Figures 2(c) and 3(b)). These self-intersections
are resolved in the spatial domain Figures 2(e) and 3(c). Finally
the Fourier coefficients of the higher-frequency waves and their
horizontal displacements are computed from a suitable spectrum,
for example, the Phillips spectrum [Tessendorf 1999], as well as
from knowledge of the angular frequencies of the estimated low-
frequency waves. In this way the higher-frequency waves move
consistently with the low-frequency input.

4.1 Adding Horizontal Displacements

The horizontal displacements can be synthesized using an in-
verse FFT. In particular the Fourier coefficients of the horizon-
tal displacements are givg:n by [Bridson 2008, formula (13.20)]:
(Xi;(t), Zij(1,)) = ~/—1%F[h];;(t,). Note that the displacements
do not depend explicitly on the estimated wave parameters, just



(a) self-intersection resolution by guaranteeing

scale o is too conservative

=75
— kT
et L R
s <
Al =]
et ]
L
=
=S
et

(b) no self-intersection handling triangles with
a positive Jacobian with a global displacement negative Jacobian are colored red

Synthesizing Waves from Animated Height Fields . 2:5

Eny,
At

142

Tary
7

W
v

A
YA

\/

Y,
LA
24

4
Ay
A

i
0

na

(c) self-intersection resolution using our pro-
posed optimization on displacements

Fig. 3. [Illustrates self-intersections occurring when adding horizontal displacements and the two main approaches explored for resolving these.

the Fourier coefficients. However, the Fourier coefficients of the
synthesized higher-frequency waves depend on the estimated wave
parameters and we need to compute horizontal displacements for
these high-frequencies as well.

The horizontal coordinates in the spatial domain are computed
as

qu(lr) = nﬁLx + apq(tr)Aqu(tr)7 ¥

2palt) = Lo+t (1) 8251,
Z

where Ax,, and Ay,, are the horizontal displacements computed
by the inverse Fourier transform of (X;;(t.), Z;;(t.)), a,q is the
scale of the horizontal displacement at grid point (p, ¢) which is
traditionally specified manually by an artist but can be computed
automatically as described next. Setting o, = 1 typically leads to
self-intersections (Figures 2(c) and 3(b)). On the one hand we wish
to avoid self-intersections, and on the other hand we wish to include
as much of this horizontal displacement as possible because it adds
realism (up to some limit) to both the shape and movement of the
waves.

4.2 Resolving Self-Intersections

In this section we explore and discuss different methods for resolv-
ing self-intersections arising from horizontal displacements. We
focus mainly on two approaches. The first approach guarantees a
positive Jacobian of the horizontal displacements inspired by the
work of Tessendorf [1999] (Figure 3(a)). The second approach is
a novel algorithm that performs explicit optimization on the dis-
placements directly (Figure 3(c)). The former approach is simple to
implement and about an order of magnitude faster than the latter,
but unfortunately it can be too conservative and suffer temporal in-
stability. The latter approach is more robust and gives better results
in general.

If an automatic approach was not a requirement, an option for
resolving self-intersections would be to have an artist paint the
scale of the displacements «,,, iteratively until the self-intersections
were resolved, which obviously has down-sides in terms of tedious
expert user involvement. Another automatic approach would be
to procedurally remove the self-intersections by detecting lattice
intersections and removing the loops seen in Figure 2(c), however

the height of the output would no longer match the height of the
Input.

It has previously been observed [Fournier and Reeves 1986]
that for a single trochoid, ensuring that kA < 1 will avoid self-
intersections, where k is the wave number and A is the amplitude.
However, this is only true for a single trochoid in isolation. When
adding several trochoids, this property does not hold.

4.2.1 Guaranteeing a Positive Jacobian. Tessendorf [1999]
proposes using the Jacobian of the displacements (see Tessendorf
[1999] for an expression of the Jacobian) to detect areas of self-
intersections in order to add foam and spray. Similarly the Jacobian
can be used to resolve self-intersections since finding the maximum
o, that guarantees a positive Jacobian everywhere will avoid self-
intersections. Figure 2(d) illustrates the approach of finding a global
o that guarantees a positive Jacobian everywhere. This approach is
conservative and is subject to temporal instability (see the accom-
panying video). If we allow the «,, to vary spatially and pose the
problem of maximizing > a [%pg | subject to a positive Jacobian,
we obtain a quadratic optimization with linear constraints for a 1D
curve and a quadratic optimization with quadratic constraints for
a 2D surface. The problem can be simplified by assuming that the
spatial derivative of o, is small compared to the spatial derivative
of the displacements. In doing so, the problem will become a local
equation for o, at each grid point. Unfortunately this approach
does not work well in practice; the preceding assumption often turns
out to be invalid and self-intersections remain. The computation of
the Jacobian involves inverse FFTs to form the spatial derivatives
of the displacements. To avoid these additional transforms and the
quadratic constraints, we propose to perform an optimization on
the displacements directly (as opposed to an optimization on the
Jacobian). In addition this allows us to enforce constraints on the
steepness of the waves. We describe this approach in detail next.

4.2.2 Explicit Optimization on Displacements. We pose the
problem of computing a self-intersection-free lattice as a con-
strained optimization on the displacements. In particular we solve
for the coordinates (X, Z,,) free of self-intersections, by minimiz-
ing

ny—1nz—1

Z Z [(pgs Zpg) — (Xpg qu)|2 (&)

p=0 g=0
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Fig. 4. TIllustrates the constraints in Eq. (10) to Eq. (15) used to guarantee a self-intersection-free lattice in the optimization on displacements. The circled

vertex is constrained to stay within the gray region.

subject to a set of linear constraints that guarantee a self-
intersection-free lattice (defined shortly), where (x,,, z,,) are given
by Eq. (8) with a,, = 1. The velocity field giving rise to the hor-
izontal displacements is the gradient of a potential function since
the waves are linearized [Lautrup 2005; Bridson 2008]. This means
that the velocity field is irrotational so the horizontal deformations
will not include global rotations, although the lattice may exhibit a
significant amount of shearing. Due to this property the constraints
do not have to take into account rotation and simple linear con-
straints suffice. Consequently the optimization falls into the class of
quadratic programming. The linear constraints are formulated as six
local inequality constraints per quad in the planar lattice. The con-
straints couple all vertices in the lattice due to the sharing of vertices
between quads. Figure 4 depicts a quad and serves as an illustration
of the constraints that ensure a self-intersection-free lattice. Next
the constraints are given followed by an in-depth description.

€ < X1 —Xx2 (10)
€ < 22—21 (1)
€ < 0.5(x1 + x3) — xo (12)
€ < 0.5(z24+21)— 20 (13)
€ < x3—0.5(x; +x) (14)
€ < z3—05(z2+21) (15)

Assuming that € > 0, Eq. (10) (Figure 4(b)) ensures that the
point (xy, z1) stays in the half-plane x > x, + €. Similarly Eq. (11)
(Figure 4(c)) guarantees that the point (x|, z;) stays in the half-
plane z < z, — €. To avoid self-intersections we furthermore need
to ensure that the point (xg, zg) does not cross the line segment
(x1,21) = (x2,z2) in the lower triangle (Eq. (12) and Eq. (13)
in Figure 4(d)), and that the point (x3, z3) does not cross the line
segment (x, z2) — (x1, z1) in the lower triangle (Eq. (14) and Eq.
(15) in Figure 4(e)). To ensure that the constraints remain linear in
the latter two cases, the circled vertex is in each case restricted by
the intersection of two half-planes.

The € parameter can be used to adjust the minimum area of
a deformed triangle and hence also the steepness of the result-
ing waves. For our results we use € = min(L,/n,, L,/n;)/4. The
quadratic programming problem can be solved within feasible time
(from below a second to a couple of minutes) on a single thread
for lattices of size 40 x 40 to 200 x 200. To avoid quadratic pro-
gramming on too large lattices, we make the assumptions that the
self-intersections are caused by the large-amplitude low frequen-
cies present in the input height field and that the additional small-
amplitude high-frequency detail added is free of self-intersections.
This allows us to resolve the self-intersections at the resolution of
the low-frequency input height field and next smoothly interpolate
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the self-intersection-free horizontal displacements to the resolution
at which the output height field will be synthesized.

Figure 3(c) and the accompanying video show how the quadratic
programming approach preserves a significant portion of the hori-
zontal displacement (as opposed to the Jacobian-based approach in
Figure 3(a)) while producing a lattice free of self-intersections.

4.3 Adding High-Frequency Waves

When adding higher-frequency waves, the speed at which they move
is important to convey a more realistic wave motion. Part of what
makes waves look realistic is that lower-frequency waves move
faster than higher-frequency waves (see the accompanying video).
In this section we address how to synthesize the higher-frequencies
motivated by a physical approximation.

To add higher-frequency waves to the estimated low-frequency
waves, the user specifies the wave number &, starting from which
high-frequency waves will be added. These higher-frequency waves
can be added using any suitable spectrum: in this article we use the
Phillips spectrum [Tessendorf 1999].

The angular frequency of the higher spatial frequency waves is
computed based on an estimate of depth from the movement of the
low spatial frequency waves. In particular the angular frequency
(dispersion relation) is given by [Lautrup 2005]

wp = /gk tanh (kd), (16)

where g is the gravitational acceleration, d is the depth, and &
is the wave number. Inverting this formula for depth we obtain
d = tanh™'(w?/(gk))/ k. Since tanh converges asymptotically to
one, the inversion tanh~' is only reliable up to arguments of size
approximately 1 — 107, depending on numerical accuracy. Argu-
ments closer to one will return co. Hence for a reliable estimation
of depth we must ensure kd < tanh’l(l —107%) ~ 7.25. If kd
is larger, tanh~" will return oo and the estimated depth d will be
infinite as well. Since d is not known, the user has to settle on
a maximum depth up to which a reliable estimate is desired and
above which an infinite depth (deep water waves) can be accepted.
Let the maximum reliable depth be given by dy., then we must
ensure that for all wave numbers k used in the estimation of depth,
k < min(tanh™' (1 — 107%)/dpax, kmin)- To get a more robust depth
estimate for the angular frequency computation we next combine
the depths estimated for each reliable wave vector into a single
scalar by setting d = (3_ A;d;)/ Y_ A;, where A; is the amplitude
of the i’th contributing wave vector and d; is the depth. Finally we
use the estimated depth d in the dispersion relation formula Eq. (16)
to compute the angular frequencies of the higher spatial frequency
waves. This ensures that the higher spatial frequencies move consis-
tently with the most dominating (in terms of amplitude) low spatial
frequency waves.



4.4 Computing the Velocity Field Analytically

A volumetric velocity field extending below the surface can be
computed by reconstructing the velocity at two layers (Figure 2(g))
followed by a computation of the potential flow using the two layers
as a boundary condition [Nielsen and Bridson 2011]. The height,
displacement, and velocity of the bottom layer are computed from
the top layer by multiplying each frequency of these fields by e*”,
where k is the wave number and y is the (negative) depth. The
volumetric velocity field can be used to drive particle simulations
of bubbles, foam, and splashes or be used as input to a shape-
based guiding method [Nielsen and Bridson 2011]. One of the
advantages of using the estimated waves (as opposed to the original
height field) as input to a shape-based guiding method is that the
original height field will only have nonzero velocity in the vertical
direction, whereas the estimation provides us with a full 3D velocity
field (Figure 1(c)) The velocity field at a particular depth can be
synthesized using an inverse FFT. The Fourier coefficients can be
derived from Bridson [2008, formula (13.16)]. Furthermore we need
to take into account that the angular frequency is time dependent
and employ the fundamental theorem of calculus. We obtain the
following expressions for the Fourier coefficients of the velocity
field.
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Note that these expressions are not simple functions of the Fourier
coefficients for the height field, hence the estimated wave parame-
ters are required to form the Fourier coefficients of the velocity field.
Since the self-intersection handling changes the displacements we
add a correction to the U;; and W;; components of the velocity field.

In particular Uj; = d(X,q — Xpq)/dt and Wi; = d(Z,y — 2,)/d1.

As an alternative to the analytical approach outlined before, the
velocity field can be computed discretely using a finite difference
approximation based on the displacements of the grid points of the
lattice. The analytical approach produces a more accurate velocity
field at the certain point in time it is evaluated, however it does not
ensure that particles remain constrained on the surface when inte-
grating over a single time step. A forward finite difference approach
can ensure this.

Uij(t,) =

—+

Wi;@,) =

5. RESULTS AND DISCUSSION

We have implemented our proposed algorithms in C++ and
integrated them as a plugin in Maya. We use the Intel MKL for the
FFT transforms as well as for the linear and nonlinear least squares.
For solving the quadratic optimization problem we use OOQP
[Gertz and Wright 2003]. All timings (seconds per frame) are
listed in Table I and are obtained using a computer equipped with
an 8 core 2.66 GHz Intel Xeon processor and 16GB of memory.
OOQP is currently single-threaded so the reported timings for
self-intersection resolution are for a single thread only. Recent
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Table I. Timings in Seconds per Frame (average)

example production noise Phillips spectrum
waves waves waves
figure 1 figure 5 figure 6
estimation 0.37 0.031 0.0050
synthesis 0.86 0.87 0.86
self-intersection | 0.63 1.1 1.3
total 1.9 2.0 2.1

The synthesis time includes the time for synthesizing both velocity and height.
Estimation is done at resolution 50> and synthesis is done at resolution 20002.

Fig. 5. (Left) Input waves formed by summing Perlin [1985] noise with
varying amplitudes, wave vectors, and angular frequencies. (Right) Output
waves with horizontal displacements and details.

Fig. 6.  (Left) Input waves formed by a summation of low-frequency
waves based on the Phillips spectrum [Tessendorf 1999]. (Right) Output
synthesized waves with horizontal displacements and high-frequency details
added. Horizontal displacements have been added to the input surface in the
bottom row, but not the top row. Notice how the output surface preserves
the sharpness present in the input surface shown in the bottom row.

work has explored parallel algorithms for quadratic programming
and near-linear speedups in the number of processors have been
reported [Gondzio and Grothey 2007].

To evaluate the accuracy of our estimation algorithm we compute
the maximum norm of the relative error in estimated amplitude,
phase shift, and angular frequency compared to ground truth. The
parameters of the input waves are temporally constant and initialized
from arandom variable with uniform distribution. In the test we used
n, = 100, n, = 20, n, = 20, w = 6 and the convergence threshold
7 = 10""". As shown in Figure 7, the maximum norm of the relative
error over all wave vectors is below 6 - 107 for amplitude, below
5 - 10~* for phase shift, and below 1 - 107> for angular frequency.
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Fig. 7. Shows the maximum norm over 100 frames of the relative error in estimated amplitude, phase shift, and angular frequency on a logarithmic scale. The
input amplitudes, phase shifts, and angular frequencies are temporally constant and are generated randomly with a uniform distribution for each wave vector.

samples

At 0.05

Fig. 8. Maximum norm of error in estimated parameters as a function of
At and the number of samples in time.

Figure 8 depicts how the maximum norm in the error of estimated
parameters varies as a function of the time step, A¢, and the number
of samples in time for the test in Figure 7. In practice we use
At = 1/24 of a second and six samples in time centered about
the current time step and distributed evenly as integer multiples
of At. This strikes a balance between faster performance (fewer
samples in time included in the estimation) and a low error. As
Figure 8 illustrates, the behavior of including additional samples
in time is more complicated than a simple time-averaging of the
estimated parameters as this would result in a steady increase in
the residual. It can furthermore be observed that the residual does
not tend to zero as At — 0. We hypothesize that this is caused by
numerical issues involving predominantly the slower moving waves
requiring a certain At in order to reliably estimate the speed. We
have not proven convexity of the nonlinear objective function, which
would be implied by the Hessian of ||o— M(M” M)~' M7 b||3 with
respect to the variables (w;;, w_; ;) being positive semidefinite,
where b is the right-hand side of Eq. (7) and M(MT M)"'MTb is
the solution to the normal equation of the least squares system in
Eq. (7). However, in practice we have never observed any troubles
with convergence or hints that multiple local minima exist: a single
starting guess for the nonlinear estimation appears to suffice.

Figure 1 shows an example of previs waves originating from a vi-
sual effects production environment. The intent of the previs height
field is to model a set of static sand dunes that gradually transition
into waves in a stormy ocean. Both angular frequencies and ampli-
tudes vary in time; see the accompanying video. The input previs
is sampled and wave parameters estimated on a 507 grid and the
output synthesized on a 2000 grid. This example is representative
of the type of input an artist will input to the system in practice.
The realism of the output waves is to a large extent limited by the
input height field and illustrative of our choice to closely follow the
input height field in order not to compromise the art direction, even
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though the wave dispersion changes in a nonphysical way over time.
In Figure 5 we have constructed an input height field by summing
Perlin noise with varying amplitudes, wave vectors, and angular
frequencies. The wave parameters are estimated on a 50% grid and
the output waves are synthesized on a 2000% grid. The accompa-
nying video shows a comparison between the output Perlin noise
animation with and without addition of horizontal displacements.
The animation without horizontal displacements is representative
of what an artist can do manually with existing tools, whereas our
method is automated and allows for addition of horizontal displace-
ments. Figure 6 depicts an example where the input consists of low
frequencies of a Phillips spectrum. Our algorithm detects the deep
water dispersion relation present in the input and uses this to synthe-
size the higher-frequency detail. The wave parameters of the input
are estimated on a 507 grid and the output synthesized on a 2000?
grid. The accompanying video shows the output Phillips spectrum
animation with a buoy attached to a vertex in the deforming lattice.
The high-frequency circular movement of the buoy is indicative of
the high-frequency waves passing by underneath.

There are several limitations to our approach. Currently we do
not explicitly handle nonperiodic signals. This means that the syn-
thesized signal may in some cases deviate considerably from the
input close to the boundary of the domain. Furthermore the self-
intersection resolution algorithm performing explicit optimization
on displacements does not guarantee the resulting lattice will be
periodic even though the input height field is periodic. However,
we emphasize that for most of our practical applications the input
height field is itself not periodic and comprises the entire visual area
of interest. Future work should address cases where the input is re-
quired to be tiled. The physically based formula used to compute
the angular frequency from the depth (Eq. (16)) limits the maxi-
mum speed of the synthesized detail to be the speed of deep water
waves. This means that if the input height field exhibits wave speeds
above the speed of deep water waves, the high-frequency detail will
currently not move fast enough. In practice we have so far not ex-
perienced this to be a problem. Also note that in reality capillary
waves can move faster than deep water waves, but in this work we
do not model waves in the capillary regime. Our method can also
be used to detect dispersions in height fields originating from simu-
lations of the shallow water and wave equations. Since our method
works in the nonlocal Fourier domain, the depth can vary in time
but is assumed spatially constant. Adding horizontal displacements
will introduce sharper peaks and flatter troughs, but may change
the horizontal positioning of the individual waves such that they
do not perfectly line up with the input previs. It is left up to the
individual artist to control the amount of horizontal displacements
and thus how much the synthesized waves are allowed to deviate



from the input. One could argue that resolving self-intersections is
incorrect because a self-intersection signals that the amplitude has
been pushed beyond the accuracy limits of the linear wave model.
However, in practice artists will often set the amplitudes higher than
what is physically plausible to obtain a desired dramatic effect.

6. CONCLUSION

In this article we proposed a set of automated algorithms for syn-
thesizing waves from animated height fields. We demonstrated the
ability of the algorithms to relatively closely match the input while
adding sharper peaks, flatter troughs, and higher-frequency detail.
Looking to the future we argue bringing physics into the previs
stage, in an unobtrusive way, would be a significant help in avoiding
difficult compromises where the previs input is inadvertently far
from physically correct. We envisage accelerating our method to
make an interactive tool where the previs artists could use all their
existing techniques but also see how far from physically consistent
their current animation is, or what depth or wave spectrum it
implies, and adjust the animation towards a desired physical
consistency. We also believe the estimation of wave parameters
proposed in this article may be of use to analyze the effectiveness
of a particular wave dampening approach [Soderstrom et al. 2010].
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